
 

 

Bachelor/Master Project 

Large Language Model-based Intelligent Modeling 

Assistant for Conceptual Modeling 

Term: Winter Term 2024/2025 

Language: English 

Motivation 

Large Language Models (LLMs) have recently received much attention. 

Language models provide a statistical representation of a particular language. 

LLMs are typically pre-trained on existing languages. The interaction with 

these models is typically unrestricted, i.e., it can receive any input string that 

may lead to a generation of any output string as a response. Chat-based 

systems, like ChatGPT, are therefore common to interact with LLMs. The 

generality of these language-model-based systems comes at a cost. It is often 

unclear why a particular response is given and the language models typically 

lack domain-specific linguistic information. For this purpose, LLMs are often 

enhanced either via prompting techniques or fine-tuning of the underlying 

model.  

The generality of language, and therefore LLMs, also suggests a wide range 

potential application scenarios. One of these is to support the construction of 

conceptual models. That may concern various areas of concern, e.g., model 

repair, initial model creation, or model validation. Recently, many researchers 

have discussed the potentials of LLMs in the various areas of conceptual 

modeling.  

 Description 

The aim of this project to develop an assistant for conceptual modeling that is 

based on LLMs. For this purpose, it is necessary to choose a particular focus on 

conceptual modeling activities that appears especially promising (e.g., model 

creation). It must be argued which LLMs is used for this purpose and how it 

can be applied to extract domain-specific and language-specific (with respect 

to the used modeling language) information. The scope of functionalities and 

covered modeling languages depends on the course of study and number of 

participants.  

In summary, the range of tasks can include the following: 

• Clarification of the concept LLM and options to add domain-specific 

information 

• Selection or development of LLM to support conceptual modeling 

activities 

• Prototypical development and evaluation of a conceptual modeling 

assistant that is based on LLMs 
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Expected Outcomes 

The scope of the expected outcome varies according to the number of 

students. In any case, the students are expected to produce a project report 

that discusses the various design choices and presents an evaluation of the 

final artifact. All source code that is being produced must be made available. 
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Application Procedure:  

Please apply via email to the supervisor. Please attach a short letter of 

motivation (approximately 1/2 A4 page) and a recent performance record 

(‘Leistungsnachweis’). You can apply individually or in a group of 2-6 

participants (in this case each person should still send a separate e-mail, 

however point to the other members of the group). The minimum and 

maximum number of group members depends on the pursued degree.  

 

Important Dates: 

01 Oct: Publication of project 

14 Oct: Application deadline 

18 Oct: Notification of acceptance decision 

23 Oct: Kick-Off Event 

28 Oct, 12:00pm: Final confirmation by project group (after this stage, 

cancellation will be marked as a failed exam) 
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