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Ultimate Goal for
the Future Internet

Advantages
of Multi-Path Transport
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» Increase fault tolerance | Bagoeh;:;th ;

» Improve resilience
» Increase bandwidth
» Increase efficiency

» Supplier diversity of networks
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“Buffer Blocking” as Example
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» CumAck required to remove
chunks of fast path...

» ... but this needs RTX of
missing chunk on slow path

To Application Layer To Application Layer

» Fast path fills receiver buffer... [AAAA o=

» ...blocked by missing chunk
on other path
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Results of Evaluation applied to new Architectures

| Combination of Buffer Splitting and NR-SACK needed! | ( Functional Block Approach for Multi-Path Transport )
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