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Abstract (oA e ) ‘ ‘ ‘
The convergence of classical PSTN and IP networks requires |the Z =
transport of SS7 signalling over IP. Since SS7 has very strict avpil- % E % %

ability requirements to the signalling components, redundancy IS ... see g o™ P!
mandatory. The goal of the IETF RSerPool working group is to g =
fine a lightweight, flexible and realtime redundancy concept to fulfi
the availability requirements of SS7: reliable server pooling (RSg
Pool). RSerPool is currently under standardization, its functional
and improvement are subject of our research. Bl = Q/I

Our poster presents our RSerPool proof-of-concept implementa- . server 2 :T?a T{EZQ ?QEZO
tion and a research oriented, discrete event based simulation model.
We provide simulation results showing limitations of the server
selection procedures defined in the standards and a way to solve Figure 1: An Overview of the RSerPool Architecture
them. These improvements are now going into standardization by
the IETF. Furthermore, we present some of our results on efficienﬁ

. . <
algorithms and data structures for pool management. The posterEs can register to a pool of the namespace at an arbitrary NS us

concludes with an outlook on our currently progressing evaluations the Aggregate Server Access Protocol (ASAP). The NS choser
) R X y prog 9 %y the PE for registration monitors the PE using SCTP heartbeat:
of service reliablity in failure scenarios.

and ASAP keep-alives; the frequency of monitoring messages de
pends on the provided service’s availability requirements. When &
. . . PE becomes unavailable, it is immediately removed from the names
1 Whatis Reliable Server POOImg pace. A PE can also intentionally deregister from the namespace b
an ASAP deregistration. NS failures are handled by requiring PES tc
The convergence of classical circuit-switched networks (ir@-register regularly (and therefore choosing a new NS when neces
PSTN/ISDN) and data networks (i.e. IP-based) is rapidly progresgry) and by NSs monitoring their peer NSs and invoking an ENRP
ing. This implies that PSTN signalling via the SS7 protocol is trangkeover procedure in case of failure.
ported over IP networks. Since SS7 signalling networks offer ayhen a client requests a service a from a pool, it asks an arbitran
very high degree of availability (e.g. at most 10 minutes dowRs to translate the pool handle to a list of PE transport addresse
time per year for any signalling relation between two signallingjected by the pool’s selection poligyopl policy), e.g round robin
endpoints; for more information see [5]), all links and componergg|east used (see [7] for additional standardized policies). Then, it
of the network devices must be redundant. When transporting sigtects again one PE and establishes a transport connection to this |
nalling over IP networks, such redundancy concepts also have t@§fg the application’s protocol. The client then becomes a so callec
applied to achieve the required availability. Link redundancy in §3ol user(PU) of the PE’s pool. In case of PE failure, the procedure
networks is supported using the Stream Control Transmission PrgdGepeated to establish a connection to a new PE. Optionally, a Pl
col (SCTP); redundancy of network device components is SUPpPOiEH report a PE failure to a NS, which may decide to remove this PE
by the SGP/ASP (signalling gateway process/application server grém the namespace.
cess) concept. However, this concept has some limitations: no sugrserPool supports optional client-based state synchronization [1
port of dynamic addition and removal of components, limited wajsy fajlover. That is, a PE can provide its current statstage cookie
of server selection, no specific failover procedures and inconsisigithe PU. When a failover to a new PE is made, the PU can transmi
application to different SS7 adaptation layers. this state cookie to the new PE, which can then restore this state
To cope with the challenge of creating a unified, lightweight, rRSerPool is not restricted to client-based state synchronization, an
altime and flexible redundancy solution, the IETF Reliable Serv&her application-specific failover procedure can be used as well by
Pooling Charter has been founded. An overview of their concept Rf= application layer itself.
liable Server Pooling (RSerPool), which is currently in the standard-The lightweight, realtime and flexible architecture of RSerPool
ization process and described by several Internet Drafts, is showi iAot only usable for SS7-based telephony signalling. Other ap-
figure 1. Redundant servers providing the same service belong figtion scenarios include SIP, mobility management [3] and the

so calledserver pool identified by a unique ID calledool handle management of distributed computing pools [4, 8].
within the set of all server pools, the so calle@imespaceA server

in a pool is calledool elemen{PE) of its pool. The namespace is

managed by redundaname server§NSs), they synchronize their?2 Qur Research Results

view of the namespace using the Endpoint Name Resolution Pro-

tocol (ENRP). NSs announce themselves using broadcast/multiddSgrPool is a completely new standard, so almost no research on tf
i.e. it is not necessary to configure any NS address to other comgpdbject of this protocol framework has been made yet. While par-
nents described in the following. tial aspects of RSerPool like pools, availability monitoring and load
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Total Requests Handled dom distribution proportional to the PEs’ weights. Again, this policy
4000 ‘ ‘ ‘ ‘ shows an almost linearly increasing request handling throughput fol
Weighted Round Robin scaling the fast PE’s computation power.
3500 | e e e Our recommendations and improvements for the RSerPool stan
dards have just been summarized into an Internet Draft [7], which
has been presented and discussed at the 60th IETF meeting. No
our results are going into standardization.

An additional result of our pool policy research is the develop-
" ment and evaluation of suitable algorithms and data structures fo
efficient namespace management [2]: We express pool policies it
form of sorting orders and selection procedures and then store th
namespace using multiple leaf-linked balanced binary trees. While
our management concept allows easy addition of new policies, ou
performance evaluations also have shown that it is very runtime-
0 2 4 6 8 10 12 14 16  efficient and scalable.

Fast PE Compution Power [Scale Factor] In cooperation with Siemens AG, we have realized a prototype
implementation of the RSerPool framework [4, 6]. The main pur-
pose for creating and maintaining this prototype is to make proof of
concept tests and evaluations of theoretical results gained from ou
simulation model. By proving results to be useful in theory and also

distribution themselves are not completely new ideas, their Comﬁipractlce, this supports our goal to bring our improvements into the

nation into RSerPool is. The goal of our RSerPool activity is to ex_andards ProCess. OL.‘T prototype has already_ peen used for a pro
of aoncept on the usability of RSerPool for mobility management [3]
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Figure 2: A Pool Policy Load Distribution Performance Result

amine and evaluate this new framework, develop improvements and". . . -
: : : o and in a student project to examine the usability of RSerPool for the
finally bring them into the standardization process. One of our suc- S : .

o . : mapagement of distributed computing pools [8]. Our poster will
cessful contributions to the standard is the concept of client-base c

o . : . , .present the prototype and some example applications.

state synchronization using state cookies, which we first describe ur next research aoal is to examine the load distribution be
in [1] and which is now part of the ASAP dratft. 9

Th inf ¢ RSerPool h activity is based haviour of the policies under failure conditions, i.e. when links, PEs
_ '€ maun Tocus of our RSerroo’ research activity 1S based og gy gq go out of service. Since RSerPool has been created to prc
discrete event simulation model. This model contains modules

the ASAP and ENRP protocols as well as modules of a SGP PU 2 g is ;ir\;(:ncgggzgf (t)l]? (r)]ut;yofrzlgi\;egr rve\}/nglrs;nct time constrains,
an ASP PE. Currently, we focus our research on the load distribution '
performance of pool policies defined by the IETF RSerPool Internet
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