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Abstract—The goal of the RSPLIB project has been to design
and develop an Open Source implementation of Reliable Server
Pooling (RSerPool), the new IETF framework for server pool and
session management. While its original intention had been the
research on RSerPool optimizations and protocol improvements,
it has meanwhile become a production-ready platform which is
already used by a couple of applications. In our proposed demo
for the IEEE GLOBECOM 2010, we would like to introduce
RSerPool and show how applications can benefit from using the
features provided by RSPLIB.1

Keywords: Reliable Server Pooling, Service Availability, Ses-
sion Failover, Load Distribution, Demonstration

I. SCOPE

Service availability is becoming increasingly important in
today’s Internet. However, there had been no generic, standard-
ized approaches for managing the availability of Internet-based
services. Instead, each developer of an availability-critical
application had to continuously re-invent the wheel again and
again. To overcome this problem, the IETF RSerPool WG had
been founded to develop Reliable Server Pooling (RSerPool,
[1]), an application-independent framework for managing
server pools and sessions with such pools. RSerPool is strongly
related to the Stream Control Transmission Protocol (SCTP,
[2]), which is used for almost all RSerPool communications.

II. THE RSPLIB IMPLEMENTATION

In order to examine ideas for and provide improvements to
the upcoming RSerPool framework, the RSPLIB project2 [3]
had been funded at the Institute for Experimental Mathematics
of the University of Duisburg-Essen, Germany. Its goal had
been to design and develop a GPLv3-licensed Open Source
implementation of RSerPool, which currently supports Linux,
FreeBSD, MacOS X and Solaris. Meanwhile, RSPLIB has
not only become the reference implementation of the IETF
RSerPool WG but has also been accepted by Ubuntu Linux
to be included in their official installation repositories.

Until today, RSPLIB has been used to research various
aspects of RSerPool, e.g. load distribution [4], [5], session
failover handling [6], pool management [7], [8], security [9]
and applications [10], [11]. This research on RSerPool has led
to various refinements of the RSerPool specification, finally

1Parts of this work have been funded by the German Research Foundation
(Deutsche Forschungsgemeinschaft – DFG).

2RSPLIB homepage: http://tdrwww.iem.uni-due.de/dreibholz/rserpool/.

resulting in the standardization of RSerPool as RFCs [1], [12]–
[15]. While there is still ongoing research work on RSerPool
using RSPLIB, our implementation is nowadays also used for
research on the SCTP protocol [2] and its extensions [16]–
[18]: RSerPool utilizes a large subset of the advanced transport
features provided by SCTP; RSPLIB is therefore a highly useful
and representative application for realistic SCTP performance
evaluations.

III. OUR DEMONSTRATION

The RSPLIB package provides a set of demo applications. At
the IEEE GLOBECOM 2010, we would like to demonstrate
two of them: the Fractal Generator Demo and the Scripting
Service.

A. Fractal Generator Demo

The Fractal Generator Demo is a system to illustratively
demonstrate the functionalities of RSerPool applications and
protocols as well as of the underlying SCTP protocol. A
screenshot of the demo system is depicted in figure 1. The
control GUI (left-hand side) allows to turn components on
or off and displays the current status of the communication
flows among the components. The example application service
provides the computation of fractal graphics [19]. This illus-
trative application makes the effect of introduced component
failures – and their handling by RSerPool and the underlying
SCTP protocol – easily visible. The demo system includes
appropriate dissectors and filters for WIRESHARK [20] to even
show packet flows as well as to display the contents of certain
packets.

The components of the setup may reside on different
physical PCs. For our demo at the IEEE GLOBECOM 2010,
we are going to distribute them to two laptop PCs locally as
well as some further remote PCs globally, connected over the
Internet. That is, instead of just showing an artificial lab demo,
we are going to present a real-life Internet application scenario
having its components distributed all over the world!

Using the Fractal Generator Demo, we will introduce the
RSerPool framework, its protocols and the interaction with its
applications to the audience.

B. Scripting Service

A more advanced application of RSPLIB/RSerPool is the
so-called Scripting Service. This service provides the remote

http://tdrwww.iem.uni-due.de/dreibholz/rserpool/


Figure 1. The RSerPool Fractal Generator Demo

computation of user workload, which is e.g. utilized by the
SIMPROCTC tool-chain [11] to distribute simulation runs into
a compute pool. But unlike highly complex Grid computing
solutions, RSPLIB makes the task of setting up such a compu-
tation pool very easy and convenient for the user. Particularly,
this is performed by the automatic configuration features of
RSerPool. That is, beside pure “demo” applications like the
fractal graphics computations, RSPLIB can also be applied
for real-world tasks (e.g. the RSPLIB-based SIMPROCTC is
already in production use at several universities).

In the second part of our demo at the IEEE GLOBE-
COM 2010, we would like to show how the Scripting Service
can be used to distribute real workload, on the example of
processing POV-RAY [21] ray-tracing computations into a
globally distributed pool – with respect to utilizing SCTP
protocol extensions like CMT-SCTP [16], [18], [22] and
CMT/RP-SCTP [17] for improved transport performance. In
particular, we would like to demonstrate to the audience how
RSPLIB can be applied easily to adapt this service for their
own applications – with a configuration effort of just a few
minutes!

Of course, all software as well as an installation tutorial
will be provided as Open Source, in order to provide a long-
term value to the audience. Our presentation will also be a
demonstration of our achieved project goal to bring our ideas
for RSerPool and SCTP from research into application.

IV. EQUIPMENT, FACILITY AND SPACE REQUIREMENTS

For our demo, we only require a table to set up two laptop
computers and some networking equipment. All equipment
is brought by ourselves. Furthermore, electrical outlets and
Internet access are necessary.

The following additional items would be nice to have for
our demonstration, but are not mandatory:

• Poster board to mount a DIN A0 (84.1×118.9 cm,
33.1×46.8 inches) poster as well as mounting materials,

• Wired Internet access by using Ethernet,
• Global IPv4 addresses (i.e. no NAT) as well as
• IPv6 connectivity.

V. CONCLUSION

Reliable Server Pooling (RSerPool) is the new IETF frame-
work for server pool management and session failover han-
dling. In particular, it can be used for realizing highly available
services and load distribution. RSPLIB is our implementation
of RSerPool. In our demonstration, we would like to give the
audience an introduction to RSerPool and RSPLIB, as well as to
show how RSPLIB can be applied easily for own applications –
with respect to further improving the application performance
by utilizing certain features of the underlying SCTP transport.
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